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A pair of curved shocks in a collisionless plasma is examined with a two-dimensional particle-in-
cell (PIC) simulation. The shocks are created by the collision of two electron-ion clouds at a speed
that exceeds everywhere the threshold speed for shock formation. A variation of the collision speed
along the initially planar collision boundary, which is comparable to the ion acoustic speed, yields a
curvature of the shock that increases with time. The spatially varying Mach number of the shocks
results in a variation of the downstream density in the direction along the shock boundary. This
variation is eventually equilibrated by the thermal diffusion of ions. The pair of shocks is stable
for tens of inverse ion plasma frequencies. The angle between the mean flow velocity vector of the
inflowing upstream plasma and the shock’s electrostatic field increases steadily during this time.
The disalignment of both vectors gives rise to a rotational electron flow, which yields the growth of
magnetic field patches that are coherent over tens of electron skin depths.

PACS numbers: 52.35.Tc 52.35.Fp 52.65.Rr

I. INTRODUCTION

The collision of an ionized blast shell with an ambient
plasma triggers the formation of shocks if the collision
speed exceeds a threshold value. The critical speed de-
pends on the plasma wave mode that is mediating the
shock and on the importance of Coulomb collisions be-
tween particles. If the mean frequency, with which the
plasma particles collide, is well below all resonance fre-
quencies of the plasma, then the effects of binary colli-
sions are negligible and the shocks are mediated by elec-
trostatic and electromagnetic fields.

The plasma processes that sustain a collisionless shock
and the structure of the associated electromagnetic fields
vary strongly between the different plasma regimes. So-
lar system shocks, like the Earth’s bow shock [Il 2], are
immersed in a plasma that is carrying a relatively strong
magnetic field and they connect two plasmas that col-
lide at a non-relativistic speed. Such shocks are usually
mediated by magnetosonic waves. The collision speed
between a supernova blast shell and the ISM at a late
evolution phase is similar to the collision speed between
the solar wind and the Earth’s bow shock. The ampli-
tude of the magnetic field in the ISM, into which a su-
pernova remnant (SNR) shock expands, is weaker by an
order of magnitude than that in the solar wind plasma
at the Earth’s orbit. Magnetosonic waves, which have a
low field amplitude, may not be able to sustain perma-
nently the shock because other instabilities develop faster
and on a smaller spatial scale. Simulations have shown
that drift instabilities and electrostatic turbulence can in
some cases suppress the growth of a magnetosonic wave
[3]. As we go to higher flow speeds, the plasma shocks
become magnetized by filamentation instabilities [4HT].

We consider here shocks, which develop in an initially
unmagnetized and collisionless plasma. Such shocks are
frequently observed in the laboratory [S8HI3] and they

might be representative for SNR shocks in their late evo-
lution phase. An electrostatic shock in its most basic
form is characterized by a potential difference, which
is sustained self-consistently by the plasma. The shock
connects the downstream region and an upstream region
ahead of the shock. Electrons stream from the denser
downstream region into the upstream region and create
a charge imbalance between both regions. The denser
downstream plasma goes on a positive potential relative
to the upstream plasma.

The upstream plasma streams towards the shock at a
speed, which exceeds the ion acoustic speed. The up-
stream ions are slowed down and compressed by the po-
tential jump as they cross the shock. The potential jump
reflects some of the incoming upstream ions, which then
move back upstream. The remainder of the incoming
ions enters the downstream region, which expands due
to the accumulation of the inflowing ions. The shock is
thus not stationary in the downstream frame of reference
and moves upstream.

An electrostatic shock is an ion phase space structure,
which consists of inflowing upstream ions, reflected ions
and ions that overcame the positive potential and accu-
mulated downstream of the shock. The electrostatic field,
which mediates the shock, will also accelerate some of the
downstream ions into the upstream direction and act as
a double layer. Many shocks in unmagnetized plasma are
a combination of a double layer and of an electrostatic
shock. Such hybrid structures [I4] are characterized by
a unipolar electric field. In what follows we shall refer to
these hybrid structures as plasma shocks to distinguish
them from pure electrostatic shocks.

The incoming upstream ions, which have been reflected
by the electrostatic shock, and the downstream ions,
which have been accelerated upstream by the double
layer, form a beam that outruns the plasma shock. We
shall refer to this beam as the shock-reflected ion beam.



The number density of this beam can be a significant
fraction of that of the incoming upstream ions, which
implies that the ion number density ahead of the plasma
shock is well above that in the far upstream region. In
what follows, we refer to this region as the foreshock.

The counterstreaming nonrelativistic and unmagne-
tized ion beams drive the electrostatic ion acoustic insta-
bility in the foreshock [15] I6]. The speed of the shock-
reflected ions in the upstream frame of reference exceeds
the ion acoustic speed. The ion acoustic instability can,
however, only be destabilized if the beam velocity com-
ponent along the wave vector is subsonic. The wave vec-
tors of the unstable waves can thus not be parallel to the
plasma flow velocity vector. Oblique electrostatic waves
grow and the obliquity angle is such that the beam ve-
locity component along the wave vector is comparable
to the ion acoustic speed [I7]. Obliquely propagating ion
acoustic waves grow in the foreshock region and modulate
the incoming upstream ions. The plasma shock is either
transformed into a shock with a broad transition layer [3]
or it is destroyed by the inflowing turbulent plasma [16].

Previous simulation studies have addressed the evo-
lution of (quasi-)planar plasma shocks. The planarity
has been enforced in the PIC simulations by resolving
only one spatial direction or by choosing initial conditions
that are uniform along one direction. However, in par-
ticular the plasma shocks in laboratory experiments are
often nonplanar. This motivates our study of the forma-
tion and evolution of curved shocks with a particle-in-cell
(PIC) simulation.

The shock curvature is introduced in our simulation
through the following setup. The two electron-ion clouds
collide at a boundary, which is orthogonal to the spatially
uniform collision direction at the simulation’s start. The
mean speed of the plasma along the collision direction
varies as a function of the orthogonal direction and this
velocity shear gives rise to a shock front that becomes in-
creasingly curved in time. The amplitude of the velocity
change is comparable to the ion acoustic speed.

We find that the shock formation and its stability are
not affected by this large velocity shear. The life-time of
the plasma shocks is of the order of tens of inverse ion
plasma frequencies. The shock transition layer is trans-
formed after this time by the onset of ion acoustic tur-
bulence in the foreshock. The transition from a sharp
electron skin depth-scale structure into a broad transi-
tion layer is also observed for planar shocks. The key
difference between the structure of the curved shock and
a planar shock is tied to the disalignment of the elec-
tric field with the flow velocity vector of the incoming
upstream plasma. The disalignment gives rise to a rota-
tional component of the electron flow, which yields the
growth of magnetic field patches. These patches are co-
herent over tens of electron skin depths and their size is
limited by the simulation box dimension. Their ampli-
tude yields a ratio of the electron plasma frequency to
the cyclotron frequency of about 100.

Our paper is structured as follows. Section 2 discusses

the PIC code and the initial conditions we use. Section 3
examines the formation and the evolution of the pair of
electrostatic shocks. Section 4 summarizes our findings.

II. INITIAL CONDITIONS AND THE PIC
METHOD

Particle-in-cell (PIC) simulation codes [I8] solve the
Vlasov-Maxwell system of equations via the method
of characteristics [I9]. The electromagnetic fields are
evolved in time via Ampere’s law and Faraday’s law.
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Most codes fullfill the equations V- E = p/ep and V -
B = 0 either as constraints or via correction steps. The
plasma is approximated by an ensemble of computational
particles (CPs), which correspond to volume elements of
the phase space density distribution. The charge-to-mass
ratio of the CPs equals that of the plasma particles they
represent. Their momentum and position are updated
with the relativistic Lorentz force equation

dpj _

5 = 4 (BE(x) + vy x B(xy)). (3)
The CP with the index j of the species ¢ with the posi-
tion x; and the relativistic momentum p; = m;I';v; has
the charge ¢; and the mass m;. Its position is updated
by dx;/dt = v;. The CPs and the electromagnetic fields
E(x,t) and B(x,t) are connected as follows. The fields
are interpolated to the particle position and update its
momentum in time. The current density contribution of
each CP is interpolated to the grid. The summation over
all current density contributions yields the macroscopic
current density J(x,t), which updates the electromag-
netic fields via Ampere’s law.

A pair of shocks is generated in the simulation by the
collision of two spatially uniform plasma clouds of equal
density. Each cloud consists of electrons with the charge
—e (e: elementary charge), the mass m., the number
density ng and the temperature T, = 1 keV. We model
Deuterium ions with the number density ng, the mass
mp and the temperature Tp = 200 eV. We motivate our
choice for the initial conditions as follows.

The collision of two plasma clouds in laboratory- or
astrophysical settings usually involves two plasmas with
densities that differ by orders of magnitude. The blast
shell, which is ejected during a supernova, is composed of
stellar material. Its density is thus initially much higher
than that of the ambient plasma, which is the stellar
wind the star emanated prior to the supernova. A laser-
generated blast shell is also much denser than the am-
bient medium, which is the residual gas that has been
ionized by secondary x-ray radiation from the target.



The blast shells are practically unaffected by the ambi-
ent medium during their initial expansion phase and they
expand in the form of rarefaction waves. The front of the
blast shell becomes faster and thinner in time. Once the
expansion speed of the blast shell becomes supersonic
and once the ram pressure of the expanding blast shell
becomes comparable to the thermal pressure of the ambi-
ent medium, the front can be confined and shocks form.
Experimental observations [I3] and PIC simulations [20]
suggest that shocks form when the densities of the collid-
ing clouds become comparable. Selecting equal densities
for both colliding plasma clouds should thus be a valid
initial condition.

The electron and ion temperatures we use are typical
for plasmas, which are created when an ultrashort laser
pulse ablates a solid target and if time scales are con-
sidered, which are short compared to the time it takes
to establish a thermal equilibrium via collisions between
electrons and ions. The temperature of the electrons in
the ambient plasma, which has been ionized by secondary
x-ray emissions from the laser-ablated target, is conpara-
ble to 1 keV. The temperatures of the ions of the ambient
medium and of the blast shell are usually well below that
of the electrons [21].

Deuterium ions have the same charge-to-mass ratio as
the fully ionized light atoms, which we usually encounter
in laser-plasma experiments, and they have the largest
thermal velocity spread for a given temperature. Hence
they will provide the strongest ion Landau damping. If
we observe the growth of ion acoustic waves for counter-
streaming beams of Deuterium, then the same will be
true for equally hot plasmas, which consist of heavier
ions with the same charge-to-mass ratio as Deuterium.

The plasma frequencies of the electrons and of the ions
are wp e = (noeg/eome)l/2 and wy,,; = (me/mD)lmwp,e,
respectively. The ion acoustic speed in this plasma is
cs = (Vekp(Te —|—TD)/mD)1/2 assuming that the adia-
batic constant 7. = 5/3 is the same for both species.
The ion acoustic speed is ¢, = 3.1 - 10° m/s.

The simulation domain has the dimensions L, X L, =
1765 x 26.2Xs where Ay = c¢/wp . is the electron skin
depth. The boundary conditions are periodic along y
and open along x. Choosing periodic boundaries along
y implies that our simulation evolves in time a periodic
chain of blast shells rather than a solitary one. The sim-
ulation domain is split up into two equal parts along x.
The blast shell occupies the interval —L,/2 < 2 < 0
and —L,/2 < y < L,/2. The second cloud, which we
refer to as the ambient plasma, occupies the interval
0<z<Lg/2and —L,/2 <y < L,/2.

The initial mean speeds of the electrons and ions of
the ambient plasma vanish. The mean speed of the blast
shell’s electrons equals that of the ions and is denoted
here as v = (7,,0,0). The value of 7, varies piecewise
linearly along the y-axis. The largest value of v, = 1.15x
10% m/s or 3.7c, is reached at the position y = 0. The
speed decreases linearly in both y-directions. It reaches
its minimum of 8.7 x 10° m/s or 2.8¢, at the boundaries

at y =—L,/2 and y = L, /2.

The simulation box is resolved by 4000 grid cells along
the x-direction and by 600 cells along the y-direction.
The quadratic side length of each cell is A, = 0.044 ).
Each plasma species is resolved by 200 CPs per cell. We
evolve the system for Ty;mwp; = 153 using 3.2 x 10°
time steps A;. In what follows, we normalize time to
1/wp.i, space to s and speed to the electron thermal

speed vy, e = (kBTe/me)l/Q. The electric field is normal-
ized to mew, cc/e and the magnetic one to mewy ¢ /e.

III. THE SIMULATION RESULTS

In what follows, we shall present and discuss the spa-
tial distributions of the ion density, of the amplitude of
the flow-aligned electric field component E,(x,y) and the
out-of-plane magnetic field distribution B,(z,y) at the
times ¢t = 6, 13.8, 19.4, 33.8, 70 and 153.

Figure [I| shows the ion density, the electric F, compo-
nent and the magnetic B, component close to the initial
contact boundary = = 0 at several times. A band with an
increased ion density is visible in Fig. a). The ions of
both clouds interpenetrate and their cumulative density
exceeds ng. The peak density of the ions is reached at
x ~ 0.7 and it exceeds 2ng for all values of y. This ion
cloud overlap layer is broadest at y ~ 0. At this time the
ions of both clouds move independently and the width of
the layer is proportional to the speed at which the clouds
collide. The ion density is not constant close to its max-
imum value in Fig. [T{d). Hence a downstream region,
which is characterized by a spatially uniform plasma dis-
tribution along z that separates the forward and reverse
shocks, has not formed at this time.

A strong bipolar electric field pulse is visible in Fig.
b). It is sustained by the space charge, which results
from the electrons that escaped from the ion cloud over-
lap layer. The polarity of the electric field is such that the
ion cloud overlap layer is on a positive potential relative
to the ambient- and blast shell plasmas. The slow-down
of the inflowing ions by this potential is responsible for
the increase of the ion density beyond 2ng.

Figure c) reveals magnetic oscillations within the ion
cloud overlap layer. The strongest oscillations are located
at y &~ 0 and = ~ 0.7, where the plasma collides at the
highest speed. The growth of B, within the ion cloud
overlap layer can be attributed partially to the instabil-
ity observed by [22] for shocks and by [23] and [24] for
rarefaction waves. The electrons are accelerated along
the electric field of the ion cloud overlap layer. The re-
sulting directional anisotropy in the velocity distribution
triggers the Weibel instability [25] [26].

The Weibel instability in the form discussed in Ref.
[26] can, however, not explain why the magnetic field
oscillations peak at y ~ 0 and = =~ 0.5. We attribute this
to the geometric effect that is outlined in Fig.

We consider first the boundaries between the over-
lap layer and the upstream plasma that have a constant
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FIG. 1: The ion density distributions expressed in units of ng are shown in the first column (from left to right). The distributions
of E;(x,y) are shown in the second column. The electric amplitudes have been multiplied by a factor 100. The third column
shows the distributions of B, (z,y) and the right column shows slices of the ion density distributions along y = 0 (dashed blue)
and along y = 13.1 (black). The upper row corresponds to the time ¢ = 6, the second row to ¢t = 13.8, the third one to ¢t = 19.4

and the bottom row to t = 33.8.

slope. Electrons that stream into the overlap layer are
accelerated by the ambipolar electric field that ensheaths
the overlap layer. The field is aligned with the boundary
normal. The electrons are accelerated and the ions are
decelerated when they enter the overlap layer, while their
lateral velocity components remain unchanged. The ve-
locity vectors of the inflowing electrons and ions are thus
rotated into opposite directions. Their current contribu-
tions do no longer cancel each other out and a net current
develops within the overlap layer.

An even stronger net current develops close to the
cusps due to the changing direction of the normal. Elec-
trons that cross the overlap layer at a concave cusp are
scattered. Electrons that cross it at a convex cusp are fo-

cused. The electron current is no longer balanced along
the vertical direction in the center of Fig. [2] A net cur-
rent flows from the concave to the convex cusp of the
overlap layer and a magnetic field will grow, which is at
least initially confined to the overlap layer. The grow-
ing spatially localized magnetic field will induce a ring
current within the overlap layer. The direction of the
magnetic field in Fig. 2] matches that in the simulation if
we take into account that the z-axis points into the plot’s
plane in Fig. [Ic).

Magnetic field oscillations are present on both sides of
the ion cloud overlap layer in Fig. [I(c). Their wave-
length is 2m/L, along y. This modulation extends up
to the boundary at —L./2 and it does not oscillate



FIG. 2: The field and flow diagram within the overlap layer
of both plasma clouds. The normals of the boundary between
the overlap layer and the upstream plasma are denoted by N
and are parallel to the vector of the ambipolar electric field.
Electrons are denoted by e and their velocity vectors are the
dashed arrows. Deuterium ions are denoted by d and their
velocity vectors are solid. Net currents are denoted by solid
vectors and the symbol J. The circulating current gives rise
to a magnetic field (Symbol B).

along the x-direction (not shown). Such an oscillation
can not be driven by an electron current that emanates
from the overlap layer. Electrons that move at the ther-
mal speed can only traverse the distance ~ 15\g dur-
ing ¢ = 6. Hence the magnetic field must be driven
by spatial and temporal variations of the electric field
and propagate in the light mode. Faraday’s law gives
%Bz = G%E,; — S%Ey' The observation of a magnetic
field B, # 0 indicates that the condition for a two-
dimensional electrostatic potential 0E,/dy = OE,/0x
is not fulfilled by the bipolar structure in Fig. ).
The noise and the Weibel instability, which triggers the
growth of patchy magnetic fields in the ion cloud overlap
layer of the ions, introduce a weak magnetic component
of the shock to start with. The magnetic fields, which
grow upstream of both shocks, remain weak and we shall
not discuss them further.

Figures [Ife-h) show the ion- and electromagnetic field
distributions sampled at ¢t = 13.8. The ion cloud over-
lap layer in Fig. e) is now broader and less dense at
the boundaries y = £L, /2 than in the center, which is
demonstrated quantitatively by Fig. [[(h). The ion den-
sity in Fig. h) downstream of the slow shocks evidences
a flat density profile in the interval 0.7 < x < 1.8, which
is typical for a downstream region.

The larger plasma compression by fast shocks com-
pared to that of slow shocks implies that the density ra-
tio between the downstream plasma and the upstream
plasma is larger for the shocks close to y ~ 0 in Fig.
[fe). Fast shocks like the ones at y &~ 0 reflect most of
the incoming ions and only a minor fraction enters the
downstream region [27, 28]. Consequently, the down-

stream region of the fast shocks expands slowly. More of
the incoming upstream ions can traverse the slow shocks
close to y = £L, /2 and the downstream region behind
them accumulates more ions. It expands faster. The
ion density in Fig. h) is decreasing rapidly to a value
~ 1.5ng at y = £L,/2 as x is decreased below 0.7 or
increased above 1.8. The density converges to ~ ng at
the boundaries of the displayed interval. The density en-
hancements between —1 < z < 0.5 and 2 < x < 4 are
caused by the shock-reflection of ions and by ions that
propagated through the ion cloud overlap layer before
both shocks formed.

The electric field outlines the location of the forward
and reverse shocks in Fig. (f) The unipolar electric
field pulses, which mediate the shocks, are closest at
y ~ 0. Their separation increases along = as we go to the
boundaries at y = £L, /2. The thickness of the unipo-
lar electric field peaks along x is less than in Fig. b).
This change of the thickness of the pulse evidences the
transformation of the ion cloud overlap layer into a down-
stream region that is enwrapped by forward and reverse
shocks.

The magnetic field amplitude modulus in Fig. [Ifg)
has quadrupled at y ~ 0 compared to that at the ear-
lier time. Additional field structures have emerged close
to the boundaries at y = +L,/2 and at y = +L,/4.
The magnetic field is strongest inside of the downstream
region. It is, however, not confined by it like in the sim-
ulation in Ref. [22]. The strongest magnetic fields are
observed in the intervals along ¥y, where the cloud colli-
sion speed has extrema and where the overlap layer has
cusps. The normalization of the fields implies that the
peak amplitude of the magnetic field yields a ratio of
the electron cyclotron frequency to the electron plasma
frequency of about 6 x 1073.

The ion distribution has changed qualitatively at the
time ¢ = 19.4, which is evidenced by the Figs. [If(i-1).
The ion density in the downstream region is comparable
to that at the earlier time ¢ = 13.8, but the ion density
is now also a function of x. The density of the down-
stream ions in Fig. [I(i) and in Fig. [I[1) is highest at
the concave shocks and lowest at the convex shocks. The
ion density at y = 0 and x =~ 2 is about 3ng at the con-
cave reverse shock and it decreases to a value of 2.7ng
at x = 2.5. The electric field in Fig. j) reacts to it
because a larger change of the ion density across the con-
cave shock yields a stronger ambipolar electric field. The
electric field modulus at the concave shock at y = 0 and
x =~ 1.8 exceeds that of the convex shock at z =~ 2.5. The
magnetic B, component in Fig. k) component shows a
cellular structure and peak amplitudes of ~ 8 x 102 are
reached close to y ~ 0.

Figures (m—p) show the ion density distribution and
the electromagnetic field distributions at the time ¢t =
33.8. The ion density distribution in Fig. [[{m) and the
two density slices shown in Fig. [I{p) demonstrate that
the density of the downstream plasma immediately be-
hind a shock still depends on whether it is concave or



FIG. 3: The ion phase space density distribution f;(z,y,vs)
at the time ¢ = 33.8. The blast shell ions (blue) are located
mainly at high positive values of v, while the ambient ions
(red) are located mainly at low values of v;. The x-axis range
is [-2.75,11.0], the y-axis range is [-13.1,13.1] and the v,-axis
range expressed in units of ¢ is [-1.9,5.8].

convex. The ion density decreases with increasing z close
to y = 0, while the opposite is true close to y = £L, /2.

The ion density distribution in the foreshock region of
each shock has changed from a diffuse distribution in Fig.
i) to one that shows a pronounced peak that is located
about 2)\s ahead of each shock. These structures yield
a thin band in Fig. [n) with an amplitude modulus of
about 5 x 1073, The electric field of such a structure and
the electric field of the nearest shock have the opposite
polarization.

The cellular magnetic field structures from Fig. k)
have merged to a large magnetic field distribution in Fig.
0)7 which extends far into the upstream regions of both
shocks. The magnetic field amplitude peaks in the down-
stream region close to y ~ 0. A weaker similar distribu-
tion exists close to the boundary at y = +L,/2. The
shape of the magnetic field structure suggests that the
associated current has its source in the kink in the over-
lap layer at y = 0. We expect that the net current at
this kink is higher than that at y = L,/2, because the
plasma flow speed is highest at y = 0 and because the
ion density and, hence, the potential of the overlap layer
peak at y = 0.

The shock structure and the source of the ion density
peaks ahead of the main shocks in Fig. m) is revealed
by the ion phase space density distribution f;(x,y,vs),
which is displayed in Fig. This distribution shows
several distinct features. The incoming blast shell ions
are located at low values of x and at high positive speeds
v,. The blast shell ions have their largest mean speed at
y =~ 0 and their speed decreases linearly as we go towards
the periodic boundaries in the y-direction. The blast
shell propagates to increasing values of x. The ambient
ions are located at the right (large values of x) and their
mean speed is zero. The ions of both clouds merge to a
structure, which is characterized by a large spread along
the v,-axis. This is the downstream ion population and
it is bounded by the forward and reverse shocks along
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FIG. 4: The ion phase space density distribution fi(x,y,vs)
at the time t = 33.8 and along the slice y = 0. Positions are
normalized to A\s and the velocity axis is normalized to cs.
Panel (a) shows the total ion density. Panel (b) shows the
blast shell ions and panel (c) the ambient ions.

both z-directions. The velocity change between the blast
shell plasma and the downstream region and between the
downstream region and the ambient plasma are caused
by the ion acceleration by the shock’s electric field.

Each plasma shock gives rise to a shock-reflected ion
beam. This beam is composed of the ions that were re-
flected by the electrostatic shock and of the ions that
were accelerated by the double layer as they moved from
the downstream region into the upstream region. Let us
consider the shock-reflected ion beam, which is located
to the left and at low speeds. This beam reveals two dis-
tinct regions. The part to the left is uniform along the
y-direction and it contains only ions from the ambient
plasma. Its mean velocity and its density decreases as
we go to decreasing values of x. Such a phase space pro-
file is that of a rarefaction wave [23]. The shock-reflected
ion beam close to the shock is no longer spatially uniform
along y. The boundary between these two regions follows
the shock profile and it separates the rarefaction wave,
which contains only ions from the ambient plasma, from
the shock-reflected ion beam that contains ions from the
blast shell plasma and the ambient plasma. The shock-
reflected ion beam at large values of x and at positive v,
also shows a clear subdivision into two domains, which
are separated by a boundary. The mean velocity of the
ions changes across this boundary and the ion acceler-
ation is accomplished by the electric field pulse seen in
Fig. [I{n) at large z.

A slice of the ion phase space distribution shown in Fig.
[Blalong = and for y = 0 is displayed in Fig. [4f Figure[4](a)
shows the cumulative ion distribution. The blast shell
ions are found in the interval z < 3 and v, /cs =~ 4 and the
ambient ions at z > 5 and v, /cs &~ 0. The downstream
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FIG. 5: The ion density distribution expressed in units of
no is shown in panel (a). Panel (b) shows the distribution
of E;(z,y). The ion density distributions along two slices
y = 0 (dashed black) and y = 13.1 (black) are shown in panel
(c). Panel (d) shows the distribution of B.(x,y). The time is
t = 170.

region is confined to 3.5 < = < 4.5. The blast shell
ions in Fig. (b) are partially reflected at  ~ 3.5 and
some of them enter the downstream region. This phase
space structure is an electrostatic shock. Some of the
ions have crossed the downstream region and they have
been accelerated by the double layer at x ~ 4.5. The
beam of accelerated ions has an almost constant speed
up to x = 6, where the beam speed decreases. The beam
speed grows linearly and the beam density decreases as
we go from z ~ 6.5 to x =~ 10.5. The latter phase space
structure is a rarefaction wave. The sudden decrease of
the mean speed of the ion beam at z ~ 6 in Fig. [4(b)
implies that ions at lower z catch up and collide with
ions at higher values of z.

Figure [5| shows the ion density distribution and the
electromagnetic field distributions at the time ¢ = 70.
The downstream region close to y ~ 0 is no longer
bounded by smooth shocks. An ion density cusp be-
tween the shock and the blast shell has developed at
r ~ 7 and y =~ 0, while the shock is convex on the
other side of the downstream region and surrounded by
cusps at y = +2. The fastest shocks show a more com-
plex distribution than their slower counterparts close to
y ~ L, /2. The ion density distribution along z in Fig.
c) of the latter is qualitatively similar to that at previ-
ous times; the ion density at the concave shocks exceeds
the one at the convex shocks. The amplitude modulus
of the electric field peaks, which mediate both shocks,
has decreased from a value ~ 2 x 1072 at t = 33.8 to
an amplitude modulus of about 1.5 x 1072 at ¢t = 70.
The extent of the magnetic field patches in Fig. [f|(d) is
now of the order of 10 A\s. Any further expansion of the
magnetic field patches along y is impeded by the periodic

FIG. 6: The ion phase space density distribution fi(x,y,vs)
at the time ¢ = 70. The blast shell ions (blue) are located
mainly at high positive values of v, while the ambient ions
(red) are located mainly at low values of v;. The x-axis range
is [-5.75,12.0], the y-axis range is [-13.1,13.1] and the vg-axis
range expressed in units of ¢ is [-1.9,5.8] (multimedia view).

boundary conditions along this direction.

The ion phase space density distribution at ¢ = 70 in
Fig. [6] looks qualitatively similar to that at the earlier
time ¢ = 33.8. The ions have started to mix in the down-
stream region enclosed by both shocks. This mixing is
accomplished by the ion phase space vortices, which we
can observe close to the interface between the ambient
and blast shell ions. The shock-reflected ions have prop-
agated farther away from the shocks, but there is still a
clear subdivision into ions, which were accelerated by the
double layers before the shocks formed, and ion beams
that were accelerated after the shock formation. The
latter consist of ions of the blast shell plasma and of the
ambient ions. The shock-reflected ambient ions to the
right of the figure have started to overtake some of the
blast shell ions.

Figure [7] shows the ion density distribution at ¢ = 153.
The downstream region in Fig. [7] has a density that does
no longer vary as a function of y. The density in the
entire overlap layer is about that observed earlier close
to the fastest shocks. Thermal diffusion is one way to
equilibrate the ion density in the downstream region. The
ion diffusion length can be estimated by multiplying the
simulation time ¢t = 153 with the initial thermal speed
~ 10° m/s of the ions. Ions moving at this speed can
cross the distance ¢,, ~ L,/8. The shock-heated ions
in the downstream region have speeds well in excess of
the initial thermal speed and they can cross the distance
from the high density region at y = 0 to the low density
region at y = £L,/2 during the simulation time. The
equilibration of the ion density in the downstream region
can thus be accomplished by the thermal diffusion of ions.

Figure 8| shows the distribution of the electric E, com-
ponent at ¢ = 153. Figure [§| reveals that the shock tran-
sition layer has changed from being a narrow unipolar
electric field pulse observed at ¢ = 70 to a broad layer of
electrostatic waves. Such a turbulent layer is driven by
ion acoustic waves, which reach electric field amplitudes
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FIG. 7: The ion density distribution expressed in units of ng
at the time ¢t = 153 (multimedia view).
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FIG. 8: The spatial distribution of the electric Ez-component
at t = 153 (multimedia view).

that are about 50% of that of the electrostatic shock in
Fig. [f|(b). Such a turbulence layer is capable of thermal-
izing the incoming ions in all directions, since the ions
are exposed to a series of strong electric field pulses with
an almost random polarization. The broader shock tran-
sition layer also results in a lower ion density gradient in
Fig. [7l A decrease in the ion density gradient brings with
it a low amplitude of the ambipolar electric field. That
is the reason for why we can no longer see the shock’s
unipolar electric field even though the potential differ-
ence between the downstream region and the upstream
region has not changed compared to that at ¢t = 70.
Figure [J) shows the distribution of the magnetic B,
component at t = 153. The magnetic field patches in Fig.
[/ have expanded along = compared to those at ¢t = 70 and
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FIG. 9: The spatial distribution of the magnetic B.,-

component at t = 153 (multimedia view).

FIG. 10: The ion phase space density distribution f;(x,y, vs)
at the time ¢t = 141. The blast shell ions (blue) are located
mainly at high positive values of v, while the ambient ions
(red) are located mainly at low values of v;. The white band
shows phase space intervals that are occupied by ions from
the blast shell plasma and from the ambient plasma. The x-
axis range is [-8.8,22], the y-axis range is [-13.1,13.1] and the
vg-axis range expressed in units of ¢ is [-1.9,5.8].

their width along this direction is about 40\s. Their ex-
pansion along the y-direction was already limited by the
simulation box size at ¢ = 70 and hence the patches could
not expand further along this direction. The coherence
scale of the magnetic field patches, their expansion far
upstream of the shock and their close correlation with
the cusps of the overlap layer exclude the Weibel insta-
bility as the cause. The magnetic fields driven by the
Weibel instability oscillate in space and their wavelength
is comparable to an electron skin depth.

The ion phase space density distribution at ¢ = 141 is
shown in Fig. This distribution demonstrates that a
downstream region still exists. The shocks, which enclose
this region, are more diffuse than at the earlier times.
This is a consequence of the ion acoustic turbulence,
which is now mediating the shocks. The interaction of
the blast shell ions and the ambient ions with the turbu-
lent wave fields mixes both populations in phase space.
The phase space interval, in which both ion species have
mixed, is indicated with the white band in Fig. The
white interval corresponds to voxels, in which we find



ions from both plasma clouds.

IV. SUMMARY

We have examined the formation and evolution of a
pair of shocks in an initially unmagnetized plasma. Two
plasma clouds, which consisted of electrons and ions, col-
lided at a boundary, which was initially planar. The elec-
trons and ions of both clouds had the same density. The
electrons of both clouds had the same temperature. The
electron temperature exceeded that of the ions by a fac-
tor of 5. The electrons and ions of each cloud had the
same mean speed at any position and the plasma was
initially free of any net charge and current. The collision
speed normal to the initial collision boundary varied as
a function of the position along the boundary. The colli-
sion speed was highest in the center of the simulation box
and decreased linearly with a decreasing distance to the
periodic boundary, on which the collision speed reached
its minimum value.

We have obtained the following results. A pair of
shocks can form in a plasma with a large velocity shear.
These hybrid structures that consist of an electrostatic
shock and of a double layer have a lifetime that is compa-
rable to that of planar shocks. The shock normal is ini-
tially anti-parallel to the velocity vector of the incoming
upstream ions. The incoming upstream ions are slowed
down and compressed along the shock normal direction
and no particle acceleration takes place in the plane that
is orthogonal to the shock normal. The plasma dynamics
involves only the position and velocity along the shock
normal and the shock dynamics is one-dimensional. Con-
sequently the variation of the shock speed in the down-
stream frame of reference and the plasma compression
with the collision speed resembles that in the parametric
study of one-dimensional plasma shocks of [28].

The shock dynamics becomes two-dimensional after
about 70 inverse ion plasma frequencies. The ion density
differences in the downstream region are equilibrated by
thermal diffusion. The density of the downstream region
equilibrates at the previously highest value, which was
reached behind the fastest plasma shock. The transition
layer of the plasma shock is transformed from a sharp
unipolar electric field pulse into a broad layer of electro-
static turbulence. The latter converts the directed flow
energy of the upstream ions into heat along all three ve-
locity directions, which leads to a full thermalization of
the inflowing upstream ions by the shock.

The formation of the plasma shock and the associated
increase of the ion compression yields a sudden increase
of the positive potential of the double layer. The ions
that cross the double layer towards the upstream direc-
tion are accelerated to a higher speed after the shock has
formed and they catch up with the ions that crossed the
double layer at an earlier time. The magnitude of the
velocity change is here sufficient to trigger the formation
of a shock, which is located ahead of the main shock and

has a life-time of the order of a few inverse ion plasma
frequencies.

The formation of a secondary shock ahead of the pri-
mary one has been observed by [29]. The secondary shock
has been attributed the heat wave, which outran the ra-
diative shock in this experiment. We can compare the
life-time of this secondary shock to that we have observed
in our simulation. The residual gas in Ref. [29] consisted
of a mixture of Xenon and Nitrogen gas with a mass
density of 3.6 x 107 5gem™3. Let us consider the case
study in Ref. [29], where the residual gas consists en-
tirely of nitrogen and we furthermore assume that the
nitrogen is fully ionized. We obtain an ion plasma fre-
quency w; =~ 3 x 10*2s~1. Our simulation would cover a
time scale of about 50 ps, which is more than three or-
ders of magnitude shorter than the life-time of the second
shock in Ref. [29]. A lower ionization state of the nitro-
gen and the presence of neutral nitrogen would reduce
the ion plasma frequency and extend the life-time of the
secondary shock. A mix of nitrogen with different ioniza-
tion states may also affect this life-time. It is, however,
unlikely that the life-time of the secondary shock could
be extended by a factor of 1000. The secondary shock,
which has been observed in Ref. [29], can thus not be ex-
plained in terms of the subshock we have observed here.

We observed the growth of large magnetic field patches
in our simulation. Initially the magnetic field growth was
limited to the ion cloud overlap layer. Magnetic fields
can be generated via the Weibel instability [25] in spa-
tially localized ion density accumulations such as shocks
[22] and rarefaction waves [23, 24]. The magnetic field
structures observed at later times expanded into the up-
stream region and they were not showing spatial oscilla-
tions on an electron skin depth-scale, which are typical
for the magnetic fields driven by the Weibel instability.
The magnetic fields were coherent over tens of electron
skin depths and the area they covered was limited by
the dimensions of the simulation box and by the simula-
tion time. The large-scale magnetic fields started to grow
when the shock normal was no longer aligned with the
plasma flow velocity vector. We have attributed the large
scale magnetic field to currents, which initially develop
close to the cusp in the overlap layer. The simulation
shows that the magnetic field eventually diffuses out of
the overlap layer.

Experimental observations indicate that some SNR
shocks are immersed in magnetic fields with amplitudes
that exceed by far the values one would expect from the
shock compression of the magnetic field of the interstellar
medium [30]. Cosmic rays can magnetize the interstellar
medium on large spatial scales [31I]. We scale the growth
time of the magnetic field and the size of the magnetic
patches to the plasma parameters found close to SNR
shocks in order to determine if the corrugation of plasma
shocks could be important for the magnetic field gener-
ation at SNR shocks. We take the reference value 10
cm ™3 for the ion number density close to an SNR shock.
Our simulation duration would correspond to ~ 4 x 1072



s. The spatial size ~ 40\, of the magnetic field patches
would correspond to about 50 km and their field ampli-
tude would be of the order of 10 nT. The values for the
growth time and the size of the magnetic field patches are
microscopic compared to the size and the evolution time
of an SNR shock. However, the magnetic field amplitude
generated in our simulation exceeds that of the inter-
stellar magnetic field by an order of magnitude. A cor-
rugated shock front could thus generate magnetic fields
ahead of the shock which are significantly stronger than
those of the interstellar medium and it could compress
these as it propagates across them.

The periodic boundary conditions along the y-direction
have limited the lateral expansion of the magnetic field
patch at late times. An electron, which moves at the ther-
mal speed, could cross the simulation box several times
along the y-direction during the simulation time. Numer-
ical artifacts, which are caused by the wrap-around of
electrons, can usually be neglected because the electrons
are scattered on the way by the electrostatic simulation

10

noise.

The key findings of this paper should however not be
affected by the periodic boundary conditions. The net
current that drives the magnetic field is generated in a
small spatial interval close to the cusps that is far from
the boundaries. The simulation box geometry will af-
fect the shape of the generated magnetic field, but not
its generation mechanism. The stability of the shocks is
also not affected by the boundary conditions because the
thermal speed of the ions is not high enough to let them
cross the simulation box during the simulation time.
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